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BACKGROUND AND MOTIVATION

Deep networks are vulnerable to image perturbations and often yield large performance drops.
We study this issue by investigating the performance of their internal sub-networks (subnets).

• It is well-known that deep networks contain some well-performing subnets, i.e., winning tickets.
• However, the role of the remaining subnets still remains unexplored.

Figure 1: Performance of 1,000 randomly sampled subnets with 70% of paths/channels from a
ResNet-50 on ImageNet.

Observations:

• Most subnets perform rather poorly.
• The poor subnet performance is correlated with the overall lack of robustness.

Idea: Explicitly identify and enhance these weak subnets to improve overall robustness.

CONTRIBUTIONS
• We propose a novel robust training method which identifies and enhances weak subnets (EWS)

to improve the overall robustness of the full network.

• To this end, we develop a search algorithm that obtains weak subnets by identifying particularly
weak paths/channels inside the full network. Given a weak subnet, its performance is further
enhanced by distilling knowledge from the full network. This approach is not only very scalable,
it also adds negligible computational overhead.

• In experiments, we apply EWS on top of state-of-the-art data augmentation schemes to improve
accuracy and corruption robustness on CIFAR-10/100-C and ImageNet-C [?]. Moreover, we also
demonstrate the generality of our approach for improving adversarial robustness on top of recent
adversarial training methods. Importantly, our approach is complementary to all these methods
and improves consistently across a wide range of approaches.

EWS: TRAINING BY ENHANCING WEAK SUBNETS
Key Components of Enhancing Weak Sub-networks (EWS):

• Finding particularly weak subnets
• Enhancing weak sub-networks via knowledge distillation
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Figure 2: Overview of the proposed Enhancing Weak Subnets (EWS) training method.

TRAINING METHOD
Subnet Construction: Select A Subset of ChannelsSelect A Subset of Paths
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Figure 3: We select paths (left) and channels (right) in each block of the network.

Finding Particularly Weak Subnets: minimizing the expected accuracy of the selected subnets

min
θ

Eα∼πθ
[R(α)] .

Enhancing Weak Sub-networks via Knowledge Distillation
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Combining EWS with Adversarial Training

min
w

E(x,y)∼D [L(x′, y)] where x′= argmax
∥x−x′∥p≤ϵ

LCE(M(x′), y).

L(x′, y) = LCE(M(x′), y) + λLKL

(
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)

RESULTS: IMPROVING CORRUPTION ROBUSTNESS
• Comparisons on CIFAR-10/100-C

• Comparisons on ImageNet

• Comparisons on ImageNet-C

RESULTS: IMPROVING ADVERSARIAL ROBUSTNESS


